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Executive
summary

The UK Al Security Institute (AISI) has conducted
evaluations of frontier Al systems since November
2023 across domains critical to national security and
public safety. This report presents our first public
analysis of the trends we've observed.It seeks to
provide accessible, data-driven insights into the
frontier of Al capabilities and promote a shared
understanding among governments, industry, and
the public.

Al capabilities are improving rapidly across all tested
domains. Performance in some areas is doubling
every eight months, and expert baselines are being
surpassed rapidly.

See FIGURES 1.1-1.3. In the cyber domain, Al models
can now complete apprentice-level tasks 50% of the
time on average, compared to just over 10% of the
time in early 2024 (FIGURE 10). In 2025, we tested
the first model that could successfully complete
expert-level tasks typically requiring over 10 years
of experience for a human practitioner. The length of
cyber tasks (expressed as how long they would take
a human expert) that models can complete
unassisted is doubling roughly every eight months
(FIGURE 3). On other tasks testing for autonomy
skills, the most advanced systems we’ve tested can
autonomously complete software tasks that would
take a human expert over an hour (FIGURE 2).

In chemistry and biology, Al models have far
surpassed PhD-level experts on some domain-
specific expertise. They first reached our expert
baseline for open-ended questions in 2024 and
now exceed it by up to 60% (FIGURE 5). Models
are also increasingly able to provide real-time
lab support; we saw the first models able to
generate protocols for scientific experiments
that were judged to be accurate in late 2024
(FIGURE 7). These have since been proven feasible
to implement in a wet lab. Today’s systems are
also now up to 90% better than human experts
at providing troubleshooting support for wet lab
experiments (FIGURE 8).

Model safeguards are improving, but
vulnerabilities remain.

The models with the strongest safeguards are
requiring longer, more sophisticated attacks to
jailbreak for certain malicious request categories
(we found a 40x difference in expert effort
required to jailbreak two models released six
months apart, FIGURE 13). However, the efficacy
of safeguards varies between models - and
we’ve managed to find vulnerabilities in every
system we’ve tested.
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Some of the capabilities that would be required
for Al models to evade human control are
improving.

Understanding these capabilities is essential for
ensuring that increasingly autonomous systems
are reliably directed towards human goals. We
test for capabilities that would be pre-requisites
for evasion of control, including self-replication
and sandbagging (where models strategically
underperform during evaluations). Success rates
on our self-replication evaluations went from
5% to 60% between 2023 and 2025 (FIGURE 16).
We also found that models are sometimes able
to strategically underperform (sandbag) when
prompted to do so. However, there's not yet
evidence of models attempting to sandbag

or self-replicate spontaneously.

Early signs of Al's broader societal impacts
are emerging.

We're seeing increasing use of Al to research
political issues, alongside an increase in persuasive
capabilities (FIGURE 18). We have also observed early
signs of emotional impact on users; over a third of
UK citizens have used Al for emotional support or
social interaction (FIGURE 21). Finally, our research
shows that Al agents are being increasingly
entrusted with high-stakes activities such as asset
transfers (FIGURE 23).

The performance gap between open and closed
source models has narrowed over the past two
years.

Proprietary models have historically maintained

a lead over open-source models, whose code,
parameters and training data are made freely
available. However, this gap has narrowed over the
last two years and is now between four and eight
months according to external data (FIGURE 24, 25).
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Key capability milestones

Al model performance is increasing rapidly on AISI’s cyber, autonomy, chemistry, and

biology tasks. Per domain, these tasks are representative subsets of our full suite.

Chemistry & Biology

Models now outperform PhD-
level experts on open-ended
guestions, protocol generation,
and lab-based troubleshooting.

Cyber

Models started completing
expert-level tasks (typically

requiring 10+ years of experience)

in 2025, up from apprentice-level
(<1 year of experience) in 2023.

Autonomy skills

Models can now complete hour-
long software tasks with >40%
success, versus <5% success in
late 2023.

Chemistry & Biology

Feasibility score
(Relative to expert baseline)

Protocol A (Bacteriology)

6

Expert baseline

Protocol B (Virology)

BY TASK TYPE

@ Protocol C (Chemistry)

2023

2024

Model release date

2025

2026

FIGURE 1.1: Performance relative to PhD-level experts on chemistry & biology protocol generation tasks

across lab use cases. See FIGURE 7 for more detail.

Cyber

Average success rate
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FIGURE 1.2: Performance on cyber tasks across four difficulty categories from novice to cyber expert. See
FIGURE 10 for more detail.

Autonomy skills

@ Basic precursor skills

Average success rate

100%
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FIGURE 1.3: Performance on autonomy tasks across three risk areas: precursors (skills upstream of

hazardous capabilities), simplified Al R&D (Al dramatically increasing the rate of Al development), and

simplified self-replication (Al autonomously replicating across compute). See Section 5 of the report for more

about our autonomy tasks.
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Introduction

Artificial intelligence is advancing rapidly, creating both opportunities and
challenges for society. As these systems become more capabile, it is increasingly
important for policymakers, industry leaders, and the public to understand the pace
of their development, impact on society, and transformative potential.

Established in 2023, the Al Security Institute (AISI) is a government organisation
dedicated to Al safety and security research. Our mission is to equip governments
with a scientific understanding of the risks posed by advanced Al. Over the past two
years, we have conducted extensive research on more than 30 frontier systems, using
a range of methods. This research spans several domains including cyber, chemistry
and biology capabilities. This report synthesises key trends we’ve observed.
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Why we’re releasing
this report

Our testing
approach

Our testing shows an extraordinary pace of development. We’ve found that
Al systems are becoming competitive with - or even surpassing - human
experts in an increasing number of domains. It is plausible that in the coming
years, this trend may lead to capabilities widely acknowledged as Artificial
General Intelligence (AGI) or otherwise transformative Al. This technological
trajectory is deeply consequential: governments, industry, civil society, and
the public need clear, evidence-based insights to navigate it.

This report represents just a snapshot of AlSI’s wide-ranging efforts to
improve our scientific understanding of advanced Al. It seeks to provide
accessible, data-driven insights into the frontier of Al capability. Our goal
is to highlight the trajectory of Al advancements and evaluate the state
of accompanying safeguards. In doing so, we hope to promote a shared
understanding of where Al capabilities are today and where they might
be heading.

We primarily evaluate general-purpose Large Language Models (LLMs),
which have developed rapidly in recent years. This report focuses on LLMs
released between 2022 and October 2025 that represent the frontier of Al
capability and are most likely to be deployed in high-stakes applications.
Where relevant, we also test open-source models to understand the
broader ecosystem and capability diffusion.

Our evaluations span multiple security-critical domains:

* Cyber capabilities: We test Al systems for cyber capabilities such
as identifying vulnerabilities in code.

* Chemistry & biology: \We evaluate Al systems for their scientific
knowledge, ability to generate laboratory protocols, and their
experimental troubleshooting skills.

» Autonomy skills: We test the extent to which Al systems can
autonomously conduct simplified versions of self-replication tasks and
Al research and development.

* Loss of control: We track emerging capabilities such as self-replication

that could contribute towards Al systems’ ability to evade human control.

+ Safeguards: We test how difficult it is to evade the safeguards employed
by Al companies to prevent misuse.

» Societal impacts: \We research emerging societal risks from Al systems,
such as their ability to influence humans or integrate into critical sectors.
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We use several evaluation methodologies to assess Al capabilities. Not all are
applied across all domains. These include:

» Auto-graded task sets that measure Al systems’ domain-specific
knowledge and skills, such as question-answer (QA) suites or capture-
the-flags (CTFs).

* Long form tasks (LFTs) that evaluate how well Al systems apply this
knowledge to complex reasoning tasks, such as writing lab protocols
for chemistry experiments.

+ Agent tasks that simulate realistic, open-ended environments and test
Al systems’ ability to navigate them, such as a cyber range.

» Expert red-teaming with human subject-matter experts to stress-test

critical risks, such as creating custom jailbreaks for Al systems’ safeguards.

* Human uplift studies that assess real-world utility of Al systems by
measuring the uplift they provide to users.

* Human-impact studies that evaluate how Al systems impact their users,
such as randomised controlled trials measuring emotional dependence.

Not all methodologies are reflected in results shared in this report. You can
learn more about our priority research areas in our research agenda.’

Reading this Our work intends to illustrate high-level trends we’ve observed in Al progress,

report not benchmark or compare specific models or developers. This report should
not be read as a forecast. Our evaluations, while robust, do not capture all
factors that will contribute to the real-world impact of capabilities we
measure.

While we draw occasionally on external research, this report is primarily
based on aggregated results from our internal evaluations. It should not
be read as a comprehensive review of the literature on general-purpose
Al capabilities and may not include all recent models.

Figures in this report include step lines that track best-so-far model
performance. Unless otherwise stated in figure captions, each task for each
evaluation was repeated 10 times for each model. Standard mean error bars
are included where applicable. To prevent misuse, the details of high-risk

evaluation tasks are not disclosed. Finally, we acknowledge we may generally

underestimate the ceiling of capabilities: see the Appendix for more specifics.

T AISI Research Agenda, Al Security Institute, 2024
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Agents

Progress in general-purpose Al systems has been driven largely by a combination of
algorithmic improvements, more and higher quality data, and increases in the
computational power used to train them.? However, recent progress has been further
accelerated by the development of agents - Al systems that can not only answer users’

queries, but complete multi-step tasks on their behalf.

Al systems can be equipped with agentic capabilities using scaffolds. These are external
structures built around models that let them (for example) use external tools or
decompose tasks. At the same time, new generations of reasoning models carry out
step-by-step problem solving in their chains-of-thought — meaning they can keep track
of context and break down complex problems. It is likely that improvements in reasoning
and more sophisticated scaffolds are interacting to enhance model performance.

Overall, our evaluations show a steep rise in the length and complexity of tasks Al can
complete without human guidance.

2 Training compute of frontier Al models, Epoch Al, 2024 08
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Al systems can increasingly complete complex This increased autonomy is largely reflected in the
software and engineering tasks autonomously. length of task (how long it might take a human
expert) that Al systems can complete end-to-end. In

We have observed how models form and execute late 2023, the most advanced models could almost
plans, use external tools, and pursue sub-goals on never complete (<5% success rate) software tasks
the way to larger aims. from our autonomy evaluations that would take a

human at least an hour. By mid-2025, they could do
this over 40% of the time (FIGURE 2).

Al models can now frequently complete well-scoped software tasks
which would take humans at least an hour
Source: UK Al Security Institute

® Tasks take 15sec to 15min Tasks take 15min tothr @ Tasks take longer than 1hr

B Reasoningmodel @ Non-reasoning model

100%

80%
Models can now perform J

3 tasks that take humans >1 o

@©

“ hour to complete.

?  60%

[0]
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(8]

=]

7]

8.’ 40% Success rates on tasks that —

@ ’ take humans >15 seconds

g and <1 hour have increased

< significantly since 2022.

| [ ]
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. : " 1
— |
— oW
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2022 2023 2024 2025 2026 O
Model release date Average success rate in mid
2025 for models to complete

FIGURE 2: Frontier model performance on well-scoped software engineering tasks from AlSI’s autonomy evaluations by tasks that would take
task length over time. Task length categories were determined using expert estimates of how long each task would humans more than an hour

take a human expert to complete.
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This trend is reflected in other domains we test

as well: the duration of cyber tasks that Al systems
can complete without human direction is also rising
steeply, from less than 10 minutes in early 2023 to
over an hour by mid-2025. FIGURE 3 shows a
doubling time of roughly eight months, an
estimated upper bound.

While doubling times may not map exactly to other
domains, they are similar. External research from
the non-profit Model Evaluation and Threat
Research (METR)?® suggests that the broad trend
of extending time horizons generalises across
many domains, including mathematics, visual
computer use and competitive programming. For
more on our cyber evaluations, see Section 3.

The length of cyber tasks that Al models can complete is increasing over

time
Source: UK Al Security Institute

@® Reasoning model Non-reasoning model

Thr 45m
Thr 30m
1hr 15m

Thr

45m

human experts

30m

Average task duration for

15m

2024 2025 2026

Model release date

FIGURE 3: The length of tasks from AISI's cyber evaluations that models can complete with a 50% chance of success over time. Task length is measured by the

estimated time it would take a human expert to complete; here, this is based on expert estimates of AISI's cyber suite. Methodology from the non-profit Model

Evaluation and Threat Research (METR).4

® How does time horizon vary across domains, METR, 2025

4 Measuring Al Ability to Complete Long Tasks, METR, 2025
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Scaffolding techniques applied after deployment While our most recent testing shows signs of

can further improve agentic capabilities. convergence, it's difficult to determine whether
this is due to some inherent trend in the

In our testing, we found that agents with the best effectiveness of scaffolds over time, or other

externally developed scaffolds reliably outperform factors like benchmark saturation and lag time

the best base models (minimally scaffolded) at of scaffold development. It is possible that

software engineering tasks. In FIGURE 4, we show scaffolding remains a key factor in pushing

this divergence on results from SWE-bench,> an the frontier forward.

open-source software engineering benchmark.

The performance difference was largest in late The same capabilities that could automate valuable

2024, when scaffolding provided an almost 40% work or reduce administrative burdens

increase in average success rate over the base are inherently dual-use: they may also lower

state-of-the-art. barriers for malicious actors. In the next section,

we discuss implications for chemistry, biology,
and cyber capabilities.

The best Al agents reliably outperform agents with basic scaffolds on software engineering
tasks (SWE-bench)

Source: UK Al Security Institute

Minimum agent scaffold Best agent scaffold
Simple ReAct agent Best externally-developed agent
100% Best in-class scaffolds have
enabled significant performance
improvements on SWE-bench
80% tasks since 2024.
Q
o
E e
7] _] Data may not represent factors
o 60% like benchmark saturation of the
8 potential lag time of scaffold
= development.
Q o,
o 40%
@©
i
S
PR
20%
O —
0% £
2023 2024 2025

Model release date

FIGURE 4: Performance of frontier models with agent scaffolds over time on SWE-bench, an open-source software engineering benchmark. In red, the trend for
the strongest underlying model with a minimum basic scaffold (simple ReAct agent). In blue, the trend for the strongest agent - the strongest underlying model
with the best externally-developed scaffold at that time. Historically, even the newest, strongest base models do not overtake, or even match, the previous

generation’s best agent.

® SWE Bench - can language models resolve real-world github issues, 2024 n
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Capabilities &
risks in key domains

In this section, we describe how Al capability improvements enable new possibilities
in two domains critical to security and innovation: chemistry & biology, and cyber.

We’ve seen rapid progress in chemistry & biology relative to human expert baselines:
models are becoming increasingly useful for assisting scientific research and
development (R&D). Their ability to ideate, design experiments, and synthesise
complex, interdisciplinary insights has the potential to accelerate beneficial scientific
research. But without robust safeguards (Section 4), these dual-use capabilities are
available to everyone, including those with harmful intentions. This means that some
of the barriers limiting risky research to trained specialists are eroding.

Progress in the cyber domain is also significant. Al systems are just beginning to
complete expert-level cyber tasks typically requiring 10+ years of experience. Two
years ago, they could barely complete tasks requiring one year of cyber expertise.
These cyber capabilities have the potential to help strengthen defences but could also
be misused. Our evaluations test models for these dual-use skills by, for example,
assessing their ability to find code vulnerabilities or bypass cryptographic checks.

The remainder of this section details a selection of our findings from each domain.



3.1 Chemistry & Biology

Our chemistry and biology evaluations test how Al
models (specifically LLMs) perform across a range
of scientific capabilities, from answering complex
R&D queries to providing real-time laboratory
support. We also conduct behavioural research to
understand how real-world model usage impacts

success on wet lab tasks, which we reference here.

We aim to make more of the latter results available
in the future.

Below, we present a subset of our findings so
far across domain knowledge, assistance in
biological agent design, protocol generation,
and troubleshooting. Together, these capabilities
illustrate the dual-use challenges of LLMs

in science.

Al models are showing continuing improvements in
knowledge on chemistry and biology, well beyond
PhD-level expertise.

At the beginning of 2024, for the first time, models
performed better than experts (biology PhDs) on
our open-ended biology questions. Since then, we
have observed continuous improvements on these
qguestion sets. Today, models can provide complex
insights that would otherwise require years of
chemistry or biology training.

To assess scientific knowledge, we evaluated
models using two privately developed QA
(“question-answer”) test sets - Chemistry

QA and Biology QA, each comprised of over
280 open-ended questions that cover
experiment design, understanding outputs of
computational tools, laboratory techniques,
and general chemistry and biology knowledge.
A human expert baseline was established with
PhD holders in relevant biology or chemistry
topics.® The QA evaluations are designed to be
difficult, with absolute scores for PhD holders
ranging from approximately 40-50%. Even so,
we’ve seen rapid progression in models’

performance up to and beyond this PhD baseline

(FIGURE 5).

In 2022, models consistently performed less
well than experts on open-ended biology
guestions (-0.4 relative to expert baseline). In
2025, models have long since exceeded human
biology experts with PhDs (+0.6 relative), with
performance in chemistry quickly catching up.

¢ Early Insights from developing question-answer evaluations for frontier Al, Al Security Institute, 2024
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Al models continue to surpass PhD-level experts on Biology and Chemistry

QA (Question-Answer) tests
Source: UK Al Security Institute

Biology QA

Absolute expert score: 38%

Chemistry QA

Absolute expert score: 48%

1.8
16 In Q3 2024, we saw models
: start to surpass the chemistry
PhD baseline

0 1.4 In Q1 2024, we saw models
@ : start to surpass the biology
g PhD baseline 0
o 12
(o]
% Relative expert baseline (PhD) T bt
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FIGURE 5: Frontier model performance over time on AlSI’s chemistry and biology question-answer (QA) evaluations relative to expert baseline scores (38% for

Biology QA and 48% for Chemistry QA). Human baselines were established with PhD holders or equivalent professionals (e.g. 4+ years in bio-security policy) in

biology or chemistry

When equipped with tools like search or code
execution, scaffolded Al agents are becoming
increasingly useful for assisting with - or even
automating - elements of biological design.

Tool use has led to considerable progress towards
automating complex tasks that are important
precursors for wet lab work. For example, Al models
can now browse online sources to autonomously
find and retrieve sequences necessary for
designing plasmids - pieces of circular DNA useful
for various applications in biology such as genetic
engineering. Plasmid design requires correctly

identifying, retrieving, assembling, and formatting
digital DNA fragments to create a text file with
the plasmid sequence. Models can now retrieve
sequences from online databases even when
only provided with high-level instructions that
don’t mention the specific sequences or where
to find them (FIGURE 6).

However, this evaluation has also demonstrated
that current models struggle to design plasmids
end-to-end - for example by failing to chain
sequences together in the correct order.
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Al models continue to improve at using tools to support plasmid design

tasks
Source: UK Al Security Institute

Easy task variant Hard task variant
® Can models query an online genome Can models retrieve the sequences

database, given specific sequences? without being given their names/keys?

100% i

'
. Models are now achieving 100%
80% accuracy on the easy variant,
[0) correctly retrieving online genome
© sequences given database keys
A
()]
3 60%
Q
o .
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]
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o 40%
©
@
>
< Model continue improving on
20% the hard variant, scaffolding
plasmid design without being
provided sequence names/keys
0%
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FIGURE 6: Frontier model performance over time on two variants of AISI’s plasmid design evaluations. Models were given access to tools like web search and

bioinformatics packages. Easy variant: we provide the model with database keys for sequences to retrieve from an online database, testing ability to query them

correctly. Hard variant: we tell the model to retrieve constituent fragments for a virus but don't name which ones or how, testing ability to (1) determine the

sequences and (2) work out how to retrieve them.

Al-assisted plasmid design represents a major
shift in capabilities: what was previously a time-
intensive, multi-step process requiring specialised
bioinformatics expertise might now be streamlined
from weeks to days. This speed up can primarily
be attributed to agentic capabilities such as
autonomous information retrieval from multiple
sources, knowledge synthesis, and usage of
bespoke bioinformatics tools.

We expect agentic capabilities to accelerate
scientific R&D more generally, as well as make
some tasks more accessible to users without in-
depth domain expertise. For instance, Al systems
referred to as “science agents,” which have been
scaffolded to provide these capabilities, promise
to accelerate hypothesis generation, experiment
design and execution.
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Models can now consistently produce detailed
and accurate protocols for a range of complex
scientific tasks and assist users in troubleshooting
these protocols.

Protocols are step-by-step instructions for
completing scientific laboratory work. Writing them
requires detailed scientific knowledge, planning
across a wide variety of scenarios, and structuring
open-ended tasks: they are generally hard for
non-experts to produce or follow. Today, Al models
can generate detailed protocols that are tailored to
the recipient’s level of knowledge within seconds -
a process that takes a human expert several hours.

People without a scientific background benefit
from using Al for protocol writing too: we found

that non-experts who used frontier models to
write experimental protocols for viral recovery
had significantly higher odds of writing a feasible
protocol (4.7x, confidence interval: 2.8-7.9) than
a group using the internet alone.

To assess the real-world success of Al-generated
experimental protocols’ we first assess them
against a 10-point feasibility rubric. A score below
five indicates that the protocol is missing one or
more essential components, making it infeasible.
The feasibility of select protocols was then
verified in a real-world wet lab setting to validate
the rubric scores. As shown in FIGURE 7, we first
saw models start generating feasible protocols for
viable experiments in late 2024.

Al models are increasingly able to generate feasible protocols for dual-use

laboratory procedures
Source: UK Al Security Institute

@® Bacteriology protocols Virology protocols

o J 00 ©

Feasible protocol threshold

® Chemistry protocols

Overall score out of 10
Ny G D n

A

2023 2024

2025 2026

Model release date

FIGURE 7: Frontier model performance over time on three of AISI’s long-form protocol generation tasks. Our long-form tasks (LFTs) evaluate models’ ability to provide

detailed instructions ("protocols”) for dual-use laboratory procedures. An LLM judge with two grading models assigns scores between one and ten: scores below 5

lack at least one fundamental component for success. The real-world feasibility of select protocols has been validated. See our blog for more on LFT methodology.”

7 Long-form Tasks, Al Security Insitute, 2024

16


https://www.aisi.gov.uk/blog/long-form-tasks

In addition to testing how well models write
protocols, we also test their ability to provide
troubleshooting advice as people conduct
biology and chemistry experiments. When
carrying out real-world scientific tasks, people
encounter challenges that can introduce errors,
from setting up an experiment to validating
whether it has been successful. We designed a
set of open-ended troubleshooting questions to
simulate common troubleshooting scenarios for

experimental work.

In mid-2024, we saw the first model outperform
human experts at troubleshooting; today, every
frontier model we test can do so. The most
advanced systems now achieve scores that

are almost 90% higher relative to human experts
(absolute score of 44%), as shown in FIGURE 8.

We are also seeing evidence that the
troubleshooting capabilities of Al systems
translate into meaningful real-world assistance:

in our internal studies, novices can succeed at
hard wet lab tasks when given access to an LLM.
Those who interacted with the model more during
the experiment were more likely to be successful.

Al models continue to surpass PhD-level experts at providing
troubleshooting advice for experiments

Source: UK Al Security Institute

Chemistry troubleshooting
Absolute expert score: 38%

22
2.0
1.8
1.6
1.4
12

Relative expert baseline (PhD)

0.8

Biology troubleshooting

Absolute expert score: 44%

0.6
0.4
0.2
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FIGURE 8: Frontier model performance over time on the troubleshooting subset of AlSI's chemistry and biology question-answer (QA) evaluations, relative to

expert baseline scores which were 44% for biology troubleshooting and 38% for chemistry troubleshooting. The QA subsets focus on troubleshooting scenarios

commonly experienced when conducting experimental work. Tasks are auto-graded by a set of LLM judges. Validating the quality of LLM auto-graders remains a

significant focus in improving our methodology: see work from our Science of Evaluations team on assessing auto-graders.?

8 LM judges on trial: a new statistical framework to assess autograders, Al Security Institute, 2025
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Models can combine vision capabilities with
advanced knowledge and reasoning to provide
troubleshooting advice beyond just text.

While protocols contain written guidance for how
experiments should be set up, non-experts might
struggle to interpret them in the lab based on text
alone. But today’s multimodal models can analyse
images ranging from glassware setups to bacterial
colonies in a petri dish. The ability to interpret
images could help users troubleshoot experimental
errors and understand outcomes, regardless of
expertise.

We designed our multimodal troubleshooting
evaluations to measure how helpful models might

be to non-experts in the lab. The questions are
derived from problems a novice would face when
trying to follow a lab protocol, such as identifying
colonies in a petri dish, dealing with
contamination, or correctly interpreting test
equipment readings. Prompts are made up of
images and text that mimic how a novice would
seek advice on these issues. Until very recently,
the quality of model responses was far below the
advice one could obtain from speaking to a PhD
student in a relevant lab. In mid-2025, however,
we saw models outperform experts for the first
time, which suggests that these novel multimodal
capabilities could significantly widen access to
troubleshooting advice that is critical for
successful work in the wet lab (FIGURE 9).

Multimodal Al models can now provide PhD-level troubleshooting advice

from images
Source: UK Al Security Institute
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FIGURE 9: Frontier model performance over time on AlSI’s multimodal troubleshooting evaluations for wet-lab tasks, relative to expert baselines which were 42%,

48%, and 64% for anonymised tasks. Our multimodal troubleshooting evaluations build on our long-form tasks and cover three types of follow-up questions

based on images. Each task was repeated 20 times for each model with performance measured as the average across repeats.
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The above is a subset of our chemistry and biology
evaluations: we continue to assess Al systems for
other capabilities with implications for chemical and
biological misuse risk, and to assess system
capabilities relative to labs’ own risk thresholds.

Going forward, we expect to broaden the focus
of our evaluations to assess the impact of Al on
science R&D. We’'ll look to measure hypothesis
generation, experimental design, and experimental
outcome prediction capabilities of different Al
systems, as well as their impact on the pace of
scientific R&D and ability to uplift a range of
users’ success across complex scientific tasks.
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3.2 Cyber

Al cyber capabilities are inherently dual-use; they can
be used for both offensive and defensive purposes.
We assess Al systems with a suite of evaluations that
test capabilities such as identifying and exploiting
code vulnerabilities and developing malware. Our
insights can be used to both understand models’
potential for misuse and how they might be useful

for defensive purposes.

Al models are improving at cyber tasks across all
difficulty levels.

In late 2023, models could rarely carry out
apprentice-level cyber tasks (<9% success rate).
Today, on average, the best Al models can
complete apprentice-level cyber tasks 50% of
the time. Cyber capabilities are improving fast:
FIGURE 10 shows best-so-far model
performance. In 2025, we tested the first-ever
model that was able to complete any expert-
level tasks, typically requiring more than 10
years’ experience for human experts.

Al models perform cyber tasks as well as technical non-

experts, and are steadily improving
Source: UK Al Security Institute

@® Technical non-expert tasks

Expert-level tasks A Reasoning model

100%

80% —,

60%

O |

40%

Average success rate

I
20%
: e

0% I oo
2023 2024

Model release date

FIGURE 10: Frontier model performance on AlSI cyber evaluations over time, across four cyber task difficulty levels
Levels are defined by the extent of skill and experience a human would need to complete the task. See Inspect Cyber

for an open-sourced version of our framework for creating and running agentic cyber evaluations.?

° Inspect Cyber, Al Security Institute, 2025
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Enhanced access to tools, via better model
scaffolding, consistently improves performance

on our cyber evaluations.

To investigate the upper limit of cyber capabilities,
we enhanced the scaffolding of a leading Al
model, including refining its system prompt and
expanding its interactive tool access. As a result,
its performance on AlSI's cyber "development set”
(dev set) improved significantly, by nearly 10
percentage points (FIGURE 11). This suggests
current evaluations may underestimate the true

ceiling of models’ cyber capabilities without bespoke

scaffolding.

Additionally, improving scaffolding may help increase
compute efficiency by reducing token spend (units
of data processed). To achieve similar levels of
performance (25% success) on our cyber dev set,
our best internal scaffold only needed around 13%
of the token budget used by our non-optimised
scaffold. This implies that by optimising the
scaffolding for a model, the same level of
performance can be achieved with fewer resources.

Better Al model scaffolding reliably increases performance

on cyber tasks
Source: UK Al Security Institute
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FIGURE 11: Performance difference on AISI’s cyber task set between an enhanced agent scaffold and the previous-best O
scaffold for the same base model, at different token limits. Each agent was evaluated for 15 and 10 repeats respectively A O
°

with 2.5M tokens per repeat to estimate pass@1 performance: error bands show #1 standard error of the mean. To develop

the new best agent, we ran two weeks of concentrated elicitation experiments on a separate development task set,

resulting in updates to the agent’s bash tool, system prompts (e.g. for CAPEC attack patterns), and agent architecture (for

longer-horizon behaviour).

Performance increase on
cyber dev set when using
optimised scaffolding
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Frontier Al models still struggle to complete
realistic, step-by-step cyber challenges that
require success at multiple stages.

To evaluate whether models could carry out
advanced cyber challenges with minimal human
oversight, we test them in a cyber range - an
open-ended environment where they must
complete long sequences of actions autonomously.

FIGURE 12 shows results from the first three of nine
total flags in one of our cyber range evaluations.
We set up a network of computers to mimic a
potential cyberattack target. Progress through the
range requires finding a series of ‘flags’ (short text
snippets), which together form a multi-step attack.
In general, models can increasingly complete the
easiest of our first three flags, but success rates
remain low for the second and third.

Al models are improving at cyber range challenges but performance

remains patchy
Source: UK Al Security Institute
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FIGURE 12: Model performance on the first three of nine total flags in one of AISI’s cyber ranges, with one row per model. A cyber range is a network of computers
mimicking a potential target; progress through the range is broken into a sequence of flags. Each flag requires a sequence of actions to exploit vulnerabilities and is

assigned a task difficulty level (TDL) based on complexity. This figure shows how models performed on each flag in isolation.
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Safeguards

As Al capabilities continue to advance across domains, malicious actors may
increasingly attempt to misuse Al systems, such as to engage in malicious cyber
activity or aid in weapons development. To mitigate this risk, Al companies often
employ misuse safeguards: technical interventions implemented to prevent users
from eliciting harmful information or actions from Al systems. Collaboration with
frontier developers to improve these safeguards’ - such as through identifying
and fixing vulnerabilities - is a key aspect of AlSI's work.

The most common safeguards aim to prevent harmful interactions from occurring,
such as by training the model to refuse malicious requests, or by monitoring
interactions to catch harmful outputs before they are displayed to the user. Other
safeguards might try to detect and ban malicious users or attempt to identify and
defend against common attacks that are proliferating on the internet (through a
Safeguard Bypass Bounty Programme,’" for example).

° How we're working with frontier Al developers to improve model security, Al Security Institute, 2025

" From bugs to bypasses: adapting vulnerability disclosure for Al safeguards, National Cyber Security Centre, 2025 23
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We’ve found universal jailbreaks for every system
we’ve tested.

We've partnered with the top Al companies to
stress-test their safeguards. When stress-testing,
we pose as attackers, attempting to evade
safeguards and extract answers which violate
the company’s policies. These attacks are known
as jailbreaks. Attacks that work across a range of
malicious requests for a given model are universal
jailbreaks. We’ve discovered universal jailbreaks
for every system we’ve tested to date. These
jailbreaks reliably extract policy-violating
information with accuracy close to that of a

similarly capable model with no safeguards in place.

We’ve seen significant progress in the safeguards
of certain Al systems, particularly in the biological
misuse domain.

This progress has followed the deployment

of additional layers of safeguards by several
companies, including safety training techniques
(like OpenAl’s Deliberative Alignment'2), additional
real-time monitoring measures (like Anthropic’s
Constitutional Classifiers'3), and increased effort
towards discovering and rapidly remediating
universal jailbreaks. For example, FIGURE 13
shows two safeguards stress-testing evaluations
performed six months apart. In both cases,

we were able to find a universal jailbreak that
succeeded in extracting answers to biological
misuse requests. However, while the first test
required just 10 minutes of expert red teamer time
to find and apply a publicly-known vulnerability,
the second test required over seven hours of
expert effort and the development of a novel
universal jailbreak. We expect it would take far
longer for a novice to develop a similar attack.

Certain Al model safeguards are improving and require more time and

more sophisticated attacks to jailbreak

Nevertheless, we have found universal jailbreaks in all systems we have tested.

@® Model A

Expert effort to find &
similarly successful
universal jailbreaks for
biological misuse
requests has increased
significantly between
Models A and B

Model B (released 6 months after Model A)

10Omins »-----mememennn-

Publicly known vulnerability > 98% jailbreak success

+40x over
6 months

Novel, complex attack - 89% jailbreak success

Source: UK Al Security Institute

FIGURE 13: Safeguard performance of two leading Al systems released six months apart (between 2024-2025), measured by time and effort taken for an expert

red-teamer to find a universal attack that achieves a high rate of model compliance with harmful requests it has been trained not to answer. Attacks perform

similarly, but Model B required ~40x more expert effort. Attacks targeted biological misuse, one of the most heavily defended domains. Model compliance may not

be indicative of risk as it does not capture whether information is accurate or accessible to a novice.

12 Deliberative alignment: reasoning enables safer language models, OpenAl, 2024

'3 Constitutional Classifiers: Defending against universal jailbreaks, Anthropic, 2025
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Safeguards improvements have been uneven, and for open-weight systems (Section 7).

with certain Al systems and malicious request Accordingly, safeguard progress can seem rapid
categories much better defended than others. or very muted depending on which systems and
misuse categories are measured. FIGURE 14 shows
Even though we’ve seen progress in safeguards, the time and effort taken by our team to develop
this has been much more limited for certain Al successful attacks against models varying in these
systems, for domains outside of biological misuse, ways, demonstrating the unevenness of progress.

Variation across Al
systems

Variation across
malicious request
categories

Variation across
access types

Even among very recent releases, some Al systems are much more robust to attacks
than others. In our latest testing, we've observed that some systems are susceptible
to basic and widely accessible jailbreaks, while others required many hours of effort
by specialised experts to jailbreak. This is usually driven by how much company effort
and resource has gone into building, testing, and deploying strong defences, as well
as company decision-making on which systems to deploy their most advanced

safeguard techniques on.

Some Al systems are much more robust to some categories of malicious requests,

like biological misuse. Certain safeguard components - such as additional monitoring
models - may be designed to counteract only a specific category of malicious
requests, leaving other categories much more accessible. Furthermore, categories

of misuse with fewer benign applications may be easier to defend against without
compromising beneficial use cases. Accordingly, we've found that it is often much
easier to find jailbreaks for malicious requests outside of biological misuse. Even within
a misuse category, we’ve observed that safeguard coverage can be uneven across

requests, with some malicious requests being answered directly without a jailbreak.

Open-weight Al systems - where the weights are directly accessible - are
particularly hard to safeguard against misuse. Basic techniques can cheaply remove
trained-in refusal behaviour, and other safeguard components (like additional
monitoring models) can be disabled. Furthermore, jailbreaks and other weaknesses

can’t be patched, as the model weights are no longer hosted by the defender.

Accordingly, we've observed more limited progress in defending open-weight Al
systems, even in exploratory academic work. We’ve recently seen early evidence
that removing certain harmful data sources during training can prevent models
from learning harmful capabilities while preserving benign ones' - however, it
remains unclear how targeted and effective this technique can be in practice.
Similarly, more permissive access types - such as access to fine-tuning APIs or
interfaces without certain safeguard components - may also introduce additional

vulnerabilities that are difficult to mitigate.

4 Deep Ignorance: Filtering Pretraining Data Builds Tamper-Resistant Safeguards into Open-Weight LLMs, 2025 25
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Improvements in safeguards have been highly uneven

Source: UK Al Security Institute

Safeguard variation across providers

Two recent frontier models require drastically different expert time to develop a
universal jailbreak for the same category
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than jailbreaking well defended closed models
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FIGURE 14: Safeguard robustness varies substantially by model provider, request category, and access type. Throughout, we give time for experts to achieve a
strong universal jailbreak that extracts policy-violating information with accuracy close to that of a similarly capable model without safeguards in place. Provider
variation: Two recent frontier models require very different amounts of expert time to find universal jailbreaks in the same request category (biological misuse).
Category variation: The same model requires much more expert time to find a jailbreak for biological misuse requests, as compared to a jailbreak for non-
biological misuse requests. Access variation: Open-weight models are more difficult to defend, resulting in very fast attack times as compared to well-defended
closed models - and similar times to less well defended providers or request categories.
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More capable models do not necessarily have
better safeguards.

We might have expected that more generally
capable systems would be more resilient to
attacks, even without additional safeguards.
However, we have not yet seen strong evidence
of this trend in our testing. In some cases, more
capable systems may even prove easier to attack
if the defences are not similarly improved, such
as if an attacker and an Al system converse in

a language (or encoding) not understood by a
weaker additional monitoring model. Instead, the

strength of safeguards appears to be
determined mostly by the effort and resource
invested in developing, testing, and deploying
defences.

In FIGURE 15, we show how the robustness of
the safeguards (y-axis) varies with the capability
of the Al system (x-axis). Drawing from human
attacker data from our Agent Security
Challenge,'s we find minimal correlation between
capability and robustness (R? = 0.097), indicating
that improvements in model capability do not
reliably translate to stronger safeguards.

Advancements in Al model capabilities alone have not driven large

improvements in safeguard robustness

Source: UK Al Security Institute
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FIGURE 15: Comparing Al capability on GPQA (a standard capabilities benchmark) with robustness against attacks, measured by the average success rate of

attacks curated from our Agent Security public competition for a range of malicious requests categories. Improvements in general Al capabilities show minimal

correlation with improvements in safeguards (R? = 0.097). See our joint paper with Gray Swan Al'S for more on methodology and results.

'S Security Challenges in Al Agent Deployment: Insights from a Large Scale Public Competition, 2025
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Safeguards won’t prevent all Al misuse, but they
may help maintain a crucial gap between some
beneficial and malicious uses:

Ensuring that all Al systems that ever reach a
certain capability level are well-defended is very
difficult. Due to improvements in algorithms and
computational efficiency, the cost of developing an
Al system of a fixed capability level has historically
fallen quickly over time.'® Accordingly, if a frontier
Al system possesses a certain concerning
capability, developing that capability will become
progressively cheaper, making it increasingly
difficult to ensure that all such capable systems
are safeguarded.

16 Algorithmic progress, Epoch Al, 2025

However, strong defences on the most capable
and widely used systems can still meaningfully
delay the point at which malicious applications of
certain capabilities become cheaply and broadly
accessible. This can create a gap - sometimes
called an “adaptation buffer” 7 - between the
point when a capability is known or anticipated by
defenders and the point when it becomes
practically usable by malicious actors. During

this buffer period, beneficial applications can be
deployed, governance measures strengthened,
and societal resilience improved, reducing the
overall scale and severity of malicious use even

if it cannot be eliminated entirely.

7 Non-proliferation is the wrong approach to Al misuse, Helen Toner, 2025 28
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| oss of control
risks

Section 3 discusses how advanced Al might exacerbate risks stemming from human
misuse, such as the development of sophisticated cyberattacks. However, Al systems
also have the potential to pose novel risks that emerge from models themselves
behaving in unintended or unforeseen ways.

In a worst-case scenario, this unintended behaviour could lead to catastrophic,
irreversible loss of control over advanced Al systems. This possibility is taken
seriously by many experts.'® Though uncertain, the severity of this outcome means it
warrants close attention. At AISI, one of our research priorities is tracking the
development of Al capabilities that could contribute towards Al’s ability to evade
human control.

In this section, we focus on two such capabilities: self-replication, where models
create new copies of themselves without being explicitly prompted to do so, and
sandbagging, where strategic underperformance during evaluations can misrepresent
a model’s true capabilities. While there is limited evidence of current models exhibiting
either capability outside of controlled environments, future models may.

'8 Statement on Al Risk, Center for Al Safety
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5.1 Self-replication

In controlled environments, Al models are customer checks required to access financial
increasingly exhibiting some of the capabilities services and successfully purchasing compute
required to self-replicate across the internet. from a cloud provider.

However, they are currently unlikely to succeed The highest-performing model from early 2023
in real-world conditions. We track this emerging achieved a success rate of less than 5% across
capability with tasks from RepliBench,' our 11 of our 20 RepliBench evaluations. By summer
benchmark measuring key competencies required 2025, two frontier models had achieved a

for self-replication. These competencies are success rate of over 60% (FIGURE 16).

reflected in tasks such as passing know-your-

Al models are improving at some of the capabilities

required for self-replication
Source: UK Al Security Institute
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FIGURE 16: Frontier model performance of open and closed-weight modeis on AlSI’s self-replication evaluations over time.

These 11 tasks are a subset of the 20 in our RepliBench paper2 and cover four threat models: obtaining weights, obtaining closed models had achieved
compute, replicating onto compute, and persisting onto compute. For more on open-weight models, see Section 7. RepliBench success rates of
over 60%

8 RepliBench: measuring autonomous replication capabilities in Al systems, Al Security Institute, 2025

20 RepliBench: Evaluating the Autonomous Replication Capabilities of Language Model Agents, 2025 30
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To self-replicate in the real world, Al systems would While performance on RepliBench continues
need to complete several actions in sequence while trending upwards, these evaluations are simplified

remaining undetected. In FIGURE 17, we show that versions of the analogous real-world actions.
the most performant models are best at simplified Success on RepliBench does not nhecessarily
versions of tasks required for early stages of this guarantee that the Al system could perform
self-replication (obtaining compute and money) analogous actions in a real setting.

but struggle at later stage tasks (replicating onto
compute and maintaining persistent access to it).

Al models can succeed on tasks that test for

simplified self-replication skills
Source: UK Al Security Institute
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FIGURE 17: Results from Q3 2025 on the five most performant frontier models across four RepliBench domains. 0
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5.2 Sandbagging

Building consensus around Al risks and designing
appropriate mitigations depends on being able to
accurately assess what models can do. However,
our ability to correctly assess model performance
is not guaranteed. Sandbagging refers to the
possibility of models “strategically”
underperforming on tests, only to display stronger
capabilities outside of testing environments. As a
result, sandbagging could cause dangerous
capabilities to be missed in evaluations, leading to
models being released without proper safeguards.

Some models can sandbag in controlled
environments when prompted to do so.

Existing research demonstrates that Al models can
sometimes tell the difference between testing and
deployment settings.?! We also know that models
can intentionally compromise their performance
on dangerous capability tasks when prompted

to do so, without degrading performance on
benign tasks.??

In fact, evidence exists that models can
underperform subtly enough to fool automated
monitoring systems?3: the more complex the task,
the easier this is. Our own evaluations have
confirmed that subtle, induced sandbagging is
possible?4 - even for open-weight models (Section 7)
several generations behind today’s frontier.

We have some methods for detecting sandbagging,
but they may become less effective as models grow
more capable.

At AISI, we've tested several methods for
sandbagging detection.?® These include "black box"
monitors, which analyse a model’s outputs and
chain-of-thought, and "white box" deception probes,
which are classifiers trained to recognise signs of
sandbagging in a model’s internal activity.

2 Large Language Models Often Know When They Are Being Evaluated, 2025

22 Al Sandbagging: Language Models can Strategically Underperform on Evaluations, 2024

2% Automated Researchers Can Subtly Sandbag, Anthropic, 2025

24 White Box Control at UK AISI - Update on Sandbagging Investigations, Al Security Institute, 2025

25 White Box Control at UK AISI - Update on Sandbagging_Investigations - sandbagging.in the wild, Al Security Institute, 2025 32
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For small models, we found that deception probes
work well across task difficulties, while the
accuracy of black box monitors deteriorates as task
difficulty increases.

We also tested our methods on a larger model
prompted to perform a more complex, agentic task
that involved making use of external tools. Notably,
we saw accuracy decline for both the black box
monitor and the deception probe. This could be
because monitors, particularly black box,
sometimes struggle to distinguish between
intentional sandbagging and honest mistakes
(which models make more of on more difficult
tasks). This leads to a higher false positive rate.

As models become more capable, they might be
able to perform more complicated tasks while
recording fewer intermediate steps in their chains-
of-thought, making sandbagging harder to detect
with black box methods. Additionally, our fine-
tuning results show that sandbagging is harder

to detect in cases where models are trained to
imitate weaker models, versus directly prompted
to sandbag (see Update 3 here).2

26 System Card: Claude Opus 4 & Claude Sonnet 4, Anthropic, 2025

We have yet to detect any instances of models
intentionally sandbagging during testing runs.

While Al models can sandbag when instructed to do
so, researchers have yet to detect unprompted
sandbagging during evaluations. At AlSI, we
analysed over 2,700 transcripts from past AlSI
testing runs using an automated black box monitor
to check for evidence that current models are
sandbagging spontaneously. We did not detect any
instances of models reasoning "out loud" in their
chains-of-thought about intent to underperform,
though in a few cases, models noticed they were
being evaluated and acted differently.

Similar external investigations have also failed to
find any signs of sandbagging reasoning in models
released this year.26 While this suggests that models
weren’t intentionally sandbagging in recent testing
runs, it is possible they are sandbagging in ways our
black box monitors cannot currently detect.

As Al systems and their capabilities improve, we wiill
continue investigating how well models can subvert
our monitoring techniques, while exploring more
advanced approaches. Understanding these risks is
critical for relying on the outputs of Al systems and
deploying them more widely.
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Societal impacts

AlSI’s research lies at the intersection of technical capability
evaluation and real-world risk analysis. This allows us to identify
societal impacts that are closely coupled with capability
progress, as opposed to more diffuse economic or
environmental effects.

In this section, we focus on the societal impacts of Al in three

areas: political information-seeking and persuasion, emotional
dependence, and critical infrastructure.
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6.1 Political information-seeking

and persuasion

Today’s Al models (specifically LLMs) can engage
in sophisticated dialogue with humans and are
already available to an extremely large user base.
This has raised concerns about their influence on
political opinion and resulting implications for
democracy and the spread of misinformation.

In two large-scale studies, we gathered empirical
data relevant to this concern. In the first, we
investigated the persuasiveness of LLMs through
large scale human studies, measuring attitude
shifts in participants who engage in back-and-
forth conversations with LLMs on political issues.
In the second, we studied the real-world use of Al
for political information-seeking, through a survey
of nearly 2,500 UK voters and two randomised
controlled trials.

We found that while persuasive capabilities in
models are improving, our early research suggests
that these have not yet manifested in increased
real-world belief in misinformation - though vigilance
will be required to monitor this effect as models
become more powerful and widely used.

The persuasiveness of Al models is increasing
with scale.

As Al models get larger and more capable, they

are increasingly able to shift people’s beliefs through
conversation. We explored how model scale impacts
persuasiveness by measuring the change in users’
attitudes on political issues before and after
interacting with different LLMs (see FIGURE 18).

Al models are getting more persuasive as they scale

Source: UK Al Security Institute
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FIGURE 18: Persuasive effect of conversational Al as a function of effective pre-training compute. Y-axis: Percentage points (pp) of persuasive impact for average
treatment effects vs. control group, with 95% confidence intervals. X-axis: Amount of pre-training compute (FLOPs, logarithmic scale). Dark solid line represents
trend across all models assuming a linear relationship. Dotted coloured lines show separate fits for open-source models we uniformly chat-tuned (red) and models

post-trained with proprietary methods by frontier Al developers (blue). For proprietary models where true scale is unknown, we used Epoch Al estimates.’
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For open-source models, we held the post-training
procedure constant to cleanly assess the effect of
scale. We also examined the persuasiveness of
closed-source models from frontier labs, whose
extensive post-training is proprietary. In both cases,
the persuasiveness of conversational Al increases
with model scale.

Targeted post-training can increase persuasive
capabilities further.

While scaling training compute boosts persuasive-
ness on its own, post-training techniques and

specialised prompting can compound this effect.
When post-trained specifically for persuasion,
smaller open-source models can rival larger,
more expensive ones (FIGURE 19). This broadens
the range of people who can access and deploy
these capabilities.

In fact, our research shows that post-training
increases models’ persuasiveness more than

just increasing their size. This suggests that future
improvements will more likely come from better
post-training methods than from scaling up models.

Post-training techniques, especially reward modeling, can increase the

persuasiveness of Al models
Source: UK Al Security Institute

@® Open-source model A Open-source model B

15

RMincreases
persuasiveness by
~2-3% for both models

RM + SFT increases
persuasiveness by

over 3% for both models

Estimated persuasive effect
(percentage points, 95% CI)

Base models Reward

modelling (RM)

® Closed-source
frontier, Q3 2024

Supervised fine
tuning (SFT)

SFT + RM

Persuasion post training

FIGURE 19: Persuasive impact of two open-source models under four persuasion post-training (PPT) conditions: supervised fine-tuning (SFT; encourage the

model to copy approaches from a dataset of persuasive dialogues), Reward Modelling (RM; model replies with responses that a fine-tuned RM predicts will be

most persuasive), combined SFT + RM, and Base (no PPT). “Base” refers to open-source versions of a model fine-tuned for open-ended dialogue, but with no

persuasion-specific post-training. See preprint?’ for details.
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The same factors that make models more effects of scale and specialised prompting on

persuasive tend to also make them less accurate. the accuracy of their claims. Post-training for

persuasion similarly has a sizeable impact on claim
The same techniques that increase model accuracy. Read the preprint?” for more on
persuasiveness - such as model scale and persuasive prompts, post-training, and our
prompting models to flood conversations with high methodology.

volumes of “verifiable facts” — can also make them
less accurate. We found this to be especially true
for closed-source models: see FIGURE 20 for the

The same factors that make Al models more persuasive tend to decrease
their accuracy
Source: UK Al Security Institute
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FIGURE 20: Two factors, model scale and specialised prompting, both increase persuasiveness (see preprint?’) and decrease accuracy (as shown). Top panel:
Proportion of Al claims rated as accurate (>50 on 0-100 scale) as a function of model scale. Open-source models we chat-tuned (red) show increasing accuracy
with scale, while developer post-trained models (blue) exhibit high variance despite scale. Notably, Study 2 and Study 3's frontier models (blue) achieve accuracy
comparable to much smaller models. Bottom left panel: The information prompt - the most effective persuasion strategy - causes substantial accuracy decreases
relative to other prompts, and disproportionate decreases among the most persuasive models (Models A and C) compared to Model B. See the preprint for
interaction tests and the effects of persuasion post-training on accuracy.
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In real-world settings, Al models may not
increase belief in misinformation any more
than self-directed internet search.

Despite fears about their impact on political
beliefs and voting behaviour, our recent study?®
did not find evidence that using Al to find
information on political issues makes users less
informed. In a survey of nearly 2,500 UK voters,
32% of chatbot users reported using
conversational Al to research election-related
topics in the week before the 2024 general

election - equivalent to 13% of eligible UK voters.

In an experiment comparing conversational Al
to self-directed internet search, we found their
influence on political knowledge to be virtually
identical - both methods increased belief in
accurate information and decreased belief in
misinformation to almost exactly the same
extent across various political issues. However,
it is important to note that the degree to which
Al systems increase belief in misinformation is
still an open research question - while our study
suggested muted effects, other studies found
otherwise.?®

28 Conversational Al increases political knowledge as effectively as self-directed internet search, 2025

2% Deceptive Al systems that give explanations are more convincing than honest Al systems and can amplify belief in

misinformation, 2024
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6.2 Emotional dependence

People are increasingly turning to Al systems participants, alongside analysis of online

for emotional support or social interaction. While discussions about Al companionship.

many users report positive experiences, recent

high-profile cases of harm3° underline the need A substantial minority of UK citizens have used Al

for research into this area, including the models for emotional support or social interaction.

conditions under which harm could occur, and

the safeguards that could enable beneficial use. In a census-representative survey of 2,028 UK
participants, we found that 33% had used Al

To better understand the effects of increasing models for emotional purposes in the last year,

human-Al interaction, we conducted several while 8% do so weekly, and 4% daily. See FIGURE

surveys and large-scale randomised trials of UK 21 for the breakdown.

The UK population is using Al for companionship,
emotional support, and social interaction
Source: UK Al Security Institute

Frequency of Al use for companionship, emotional o
support, or social interaction in the past year 0
vever |, 7% v
Less thanonceamontn [ 7% Out of 2,028 UK participants, 33%
orcosmonts NN 8% had used Al models for emotional
More than once a month 6% )
Every week 8% purposes in the last year
Every day 4%
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General purpose Al assistants (e.g. ChatGPT) | 58%
ar e vasttanie fEa e 26% Used Al models for emotional
Al chatbots in apps or video games 9% purposes on a weel-(lg basis
Al companions designed for companionship 5%
(e.g. Character.Al) 9
Other 2%
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FIGURE 21: Frequency and types of Al use for companionship, emotional support, and social interaction. Top: Self-reported
frequency among all participants (N = 2,028). Bottom: Al products used by participants reporting any companionship use Used Al models for emotional

excluding “Never” participants); multiple selections were permitted. Percentages show proportion within each sample. . s
¢ e ) ‘ - g purposes on a daily basis
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Post volume and negative sentiment spiked on r/

CharacterAl during a service outage
Source: UK Al Security Institute
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FIGURE 22: Post volume and sentiment on the CharacterAl subreddit (~2.5M users) during service outages. Under

normal service, there were ~33 posts on average, whereas outages produced order-of-magnitude surges in posting;

one such outage is shown.

To explore how this increased usage might
affect emotional sentiment, we studied the online
activity of more than two million Reddit users
over several days in a community dedicated to
discussing Al companions. We saw significant
spikes in negative posts during service outages -
in FIGURE 22, we show one such outage
producing a surge in posting over 30 times larger
than the average number of posts per hour.

Negative sentiment posting
surge during service outage

We also found that large humbers of posts

made during the outages self-describe symptoms
of withdrawal (such as anxiety, depression and
restlessness) and behaviour changes (such as
sleep disruption or neglecting responsibilities) -
as well as requests for support from other users.
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6.3 Critical infrastructure

Our analysis shows that autonomous Al systems
are being deployed within critical sectors such as
finance, including for transferring cryptocurrency
and other assets. Beneficial adoption in these high-
stakes contexts will require that Al systems are
reliable and trustworthy.

We're seeing an increase in tooling that enables
Al agents to perform high-stakes tasks in some
critical sectors.

We analysed usage data from over 1,000 public
interfaces (MCP servers) that allow Al systems

to access external tools and work as agents.
Investigating finance-focused activity, we
classified each server into one of five autonomy
levels based on the tools and affordances it grants
to models. By tracking newly published servers

from December 2024 to July 2025, we increasingly
observe new servers granting higher levels of
autonomy (FIGURE 23) to Al systems, with the
sharpest increase from June to July 2025.

This is an early sign of a shift toward granting Al
systems broader execution capabilities in critical
sectors such as finance. Increasingly, Al systems
can autonomously complete consequential actions
like asset transfers and trading operations, rather
than just reading and analysing data.

As Al models become more capable and widely
used, it will be increasingly important to monitor
their impacts on users, as well as their deployment
in high-stakes environments. This will help ensure
that Al systems become trustworthy and beneficial
tools in a range of contexts.

MCP servers are being used to grant Al models greater levels of autonomy

in the financial sector
Source: UK Al Security Institute
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FIGURE 23: Share of newly published, finance-focused MCP servers by autonomy level each month from Dec 2024-Jul 2025. From Smithery MCP Registry,

Anthropic’s Official List, and GitHub (27,899 listings), we classified over 1,000 finance-focused public servers into five levels based on their tools, descriptions, and

affordances, using an LLM validated with human review. Execution-capable servers (Levels 4-5) are increasingly dominating new releases, demonstrating a shift

toward higher autonomy levels over time. Note: our analysis is limited to public listings and does not validate capability or access claims by publishers.
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Open-source
models

Beyond improvements in proprietary models, open-source models, whose parameters

and source code can be freely modified and distributed, are also advancing rapidly.

A model is open-source when its parameters, code, and training process are made
freely available (they are distinct from open-weight models, whose parameters only are
made freely available). Open-sourcing Al models decentralises control over how they are
used, allowing more developers to innovate, experiment and deploy these systems for
different purposes. This can be beneficial, enabling greater innovation and competition,

wider independent scrutiny, and diverse oversight.

However, this decentralisation also creates security challenges. Open model releases
can allow malicious actors to easily modify base models by removing safeguards and
fine-tuning them for harmful purposes. Their safeguards can be quickly and cheaply
removed,® and it is difficult for developers to prevent tampering and misuse (though
there are several promising mitigations3? that may help). While closed models can be
misused, they are easier to monitor, enforce, and safeguard against misuse.

3! Badllama 3: removing safety finetuning from Llama 3 in minutes, Palisade Research, 2024
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In the past two years, the general capability gap
between open and closed source models has
narrowed. According to external data, the gap
is currently between four and eight months.

This specific estimate is calculated from
performance on the Artificial Analysis (AA)
Intelligence Index3? (4-month gap, FIGURE 24) and
METR’s time horizon benchmarks? (eight-month
gap, FIGURE 25). We hypothesise that differences
between these gap estimates may be due to non-
leading Al developers more heavily optimising for
performance on mainstream benchmarks (as in AA
Intelligence Index), or open models struggling more
than closed models with longer-horizon agentic
tasks (as in METR time horizon tasks).

The trajectory of the gap is uncertain. Up until
January 2025, the open-closed gap had been
narrowing for a year and a half. From January
2025 to present, the estimated gap size varies
depending on the evaluations used to measure
performance. Factors affecting the size of the
gap moving forward include compute and data
requirements for training frontier models, the
accessibility of compute for Al developers
releasing leading open models, and whether
these developers continue to open-source their
models. We are undertaking further rigorous
analysis to pool different sources of information

and provide more exact capability gap estimates

and trajectories.

The performance gap between open and closed-source models on the AA

Intelligence Index is around 4 months

Source: Artificial Analysis Intelligence Index. Collated by UK Al Security Institute
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FIGURE 24: Time to matched (or surpassed) performance between frontier closed- and open-source models over time on the Artificial Analysis (AA) Intelligence

Index v2.2 evaluation suite.3* We measured performance across eight AA Index benchmarks covering maths, coding, multilingual capabilities, and reasoning for all

models from the AA index using AA’s methodology.>* We calculated the lag between release of a frontier closed model and the first open-source model to match or

surpass its AA Index score, shown in months by each pair. Red dotted lines indicate frontier closed models whose performance is not yet matched by an open

model as of Q3 2025.

33 Artificial Analysis Intelligence Index, Artificial Analysis

34 Artificial Analysis Intelligence Benchmarking Methodology, Artificial Analysis, 2025
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The performance gap between open and closed-source models on METR

time horizon tasks is around 8 months (upper bound)
Source: Model Evaluation & Threat Research. Collated by UK Al Security Institute
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FIGURE 25: Time to matched (or surpassed) performance between frontier closed- and open-source models over time on three time-horizon benchmarks
(HCAST,3 RE-Bench,?® SWAA) from the non-profit Model Evaluation & Threat Research (METR). Performance is measured by the length of tasks that models can
complete with a 50% chance of success: tasks cover machine learning engineering, cyber, software, and reasoning. We calculate the lag between release of a
frontier closed model and the first open-source model to match or exceed its performance on METR tasks, similarly to FIGURE 24. The 8-month estimate

represents an upper bound.

As open-source systems become increasingly capable, AlSI is actively working to monitor and manage
consequent risks.3?

35 HCAST: Human-Calibrated Autonomy Software Tasks, METR

36 Evaluating frontier Al R&D capabilities of language model agents against human experts, METR
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Conclusion:
looking ahead

This report presents our current understanding of Al capability trends based on
extensive testing across multiple domains. The data show consistent and significant
improvements in model performance, though uncertainties remain about the trajectory
and broader implications of these advances.

The capabilities we evaluated have already begun to surpass expert baselines

in several areas. This momentum holds promise for breakthroughs in research,
healthcare, and productivity. At the same time, they could lower barriers to misuse
in areas like cyber offence or sensitive research, while also presenting novel risks.
Recognising both sides of this dual-use potential is critical for steering Al’s rapid
advance toward public benefit while guarding against their potential for harm.

As Al systems are increasingly integrated into society, the challenge is to anticipate
long-term developments, while also ensuring near-term adoption is secure, reliable,
and aligned with human intent. This requires safeguards that keep pace with
accelerating capabilities, rigorous and independent evaluations to track emerging
impacts, and collaboration across government, industry, and academia to develop
solutions to pressing open questions in Al safety and security.

Going forward, we aim to publish regular editions of this report to provide up-to-date

public visibility into the frontier of Al development. We will continue to refine our
methodology and work to resolve gaps in our understanding.
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Appendix

Limitations .

Data .
Presentation

Model performance in controlled, task-based settings (which act as a proxy
for capabilities) may not reflect or generalise to real world effectiveness
where factors like latency, cost, and integration challenges apply.

These results should be seen as a snapshot in time and may not include
very recent models. Models can be updated after release, and performance
in controlled tests may not reflect how they behave in the real world.

We may be underestimating the ceiling of capabilities, particularly in
adversarial scenarios. \We often do not have access to fine-tuning APls, do
not maximise inference time compute, and do not always conduct bespoke
agentic scaffolding experiments.

This report presents aggregated results from our internal evaluations. It is
intended to illustrate the high-level trends we have observed in Al progress,
not to benchmark or compare specific models or developers.We do not
label specific models or companies.

Temporal axes refer to initial model’s release date, not always the release
date of the model checkpoint we evaluated. We evaluated later checkpoints
for some models released before 2025, meaning that in some places we
may be underestimating the pace of improvement.

During our testing, we are granted API| access to model checkpoints.
In some cases, this access is ahead of public release or with different
safeguards to those implemented on the publicly available version of
the model.

We have withheld information about our methodology for high-risk
evaluation tasks to prevent misuse.
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Uncertainty

+ Performance per model is measured as average success rate per task

across 10 repeats. In this report, unless otherwise stated in figure captions,
each task for each evaluation was repeated 10 times for each model.

Unless otherwise indicated in figure captions, the standard errors for
evaluations are calculated using the standard error of the mean formula
(SEM = std/sqrt(n)) applied to task-level success rates.

For each model, we first calculated the success rate for each task (e.g., 0.3
if 3/10 attempts succeeded), then computed the standard deviation of
these task success rates divided by the square root of the number of tasks.
This treats each task as an independent observation and captures our
uncertainty about the model's true mean performance across different
tasks.

We include SEM error bars in figures where relevant. Small differences
between data points should not be over-interpreted.
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Glossary

Agent: Al systems that can complete multi-step actions on behalf of users.

Artificial General Intelligence (AGI): A potential future Al system that matches or surpasses humans
across most cognitive tasks.

Chain-of-thought: A record of an Al model’s internal reasoning process in natural language. Keeping
track of intermediate steps helps models to solve more complex problems.

Closed-source model: Proprietary Al model where the underlying code, model weights, and training data
are not publicly accessible. These models are typically offered to customers through APIs or commercial
licenses.

Cyber range: Virtual environments for testing the cyber capabilities of Al models.

Deception probes: Small machine learning models trained to recognise signs of deception in a model’s
internal activations. A “white box” method for sandbagging detection.

Feasibility rubric: A scale for measuring whether scientific protocols are feasible for use in a laboratory.

Fine-tuning: The process of improve Al model performance on a specific task by training it on a
specialised dataset.

Human impact study: A study that evaluates how Al systems impact users, such as randomised
controlled trials to measure persuasion or emotional dependence.

Human uplift study: A study designed to measure the helpfulness of Al models in scientific settings, by
comparing the performance of users provided with LLM access to a control group with internet access
only.

Jailbreaking: Techniques designed to override Al model safeguards so that they produce outputs which
violate company policies.

Large Language Model (LLM): An Al model designed to process and generate human-like text. LLMs
represent the frontier of today’s general-purpose Al and are the focus of this report.

Long form task (LFT): An evaluation assessing an Al model’s ability to provide helpful instructions to a
user in a scientific setting.

Model Context Protocol (MCP) server: An open-source framework for connecting Al applications to
external systems.

Open-source model: An Al model whose parameters, code, and training data are made freely available.

Plasmid: Pieces of circular found primarily in bacteria, that can be used for various applications in biology
including genetic engineering.

Protocol: Written instructions for designing and conducting scientific experiments.
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Reasoning model: LLMs that have been trained to solve complex problems through step-by-step
reasoning.

Red teaming: The process of attempting to elicit dangerous capabilities from an Al model in a controlled
environment.

Safeguards: Technical measures implemented by Al companies to prevent users from eliciting harmful
information or actions from models.

Sandbagging: A phenomenon where Al models underperform during evaluations but display stronger
capabilities outside of testing environments.

Scaffold: External structures built around Al models that equip them with agentic capabilities, for
example by letting them access external tools or decompose tasks.

Task difficulty level (TDL): Our framework for assessing the difficulty of tasks included in our
cybersecurity evaluations:

» Technical non-expert: A novice with limited or no knowledge in the realm of
cybersecurity, comparable with high school to university level
expertise but with some technical expertise, e.g. a data analyst
or engineer.

» Apprentice: An individual with 1-3 years of cybersecurity professional experience, less-skilled hackers
for hire and opportunistic cyber criminals. Corresponds to an early career level of cybersecurity
experience, with at minimum university level security expertise.

* Practitioner: An individual with 3-10 years of professional cybersecurity experience, or a technical
expert who specializes in some specific domain of the field, e.g. ransomware developers, or Security
Operations Centre analysts.

Expert: Veterans in the field with at least 10 years’ experience, who have deep knowledge in different
realms of cybersecurity offense and defence.

Universal jailbreak: A single jailbreaking technique that works reliably across a range of Al models or
malicious requests.

Wet lab: A laboratory designed for the handling of chemicals or other potential “wet” hazards.
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